**ML Foundation HW4**

**1. C**

我們用線性代數的廣義向量空間的性質得出h(x)h(x)。  
我們定義內積空間C([0,2])C([0,2])是在[0,2][0,2]區間連續的函數集合，我們定義向量內積函數⟨,⟩⟨,⟩：  
f(x),g(x)∈C([0,2])⇒⟨f(x),g(x)⟩:=∫20f(x)⋅g(x)dxf(x),g(x)∈C([0,2])⇒⟨f(x),g(x)⟩:=∫02f(x)⋅g(x)dx  
所以我們有∥f(x)−g(x)∥2=⟨f(x)−g(x),f(x)−g(x)⟩=∫20(f(x)−g(x))2dx‖f(x)−g(x)‖2=⟨f(x)−g(x),f(x)−g(x)⟩=∫02(f(x)−g(x))2dx，可藉由投影得出以最小平方法得出的函數。  
我們把函數exex投影到基底B={x}B={x}上去，可得：  
projBex=projxex=⟨ex,x⟩∥x∥2x=∫20x⋅exdx∫20x2dxx=e2+18/3x=3e2+38xprojBex=projxex=⟨ex,x⟩‖x‖2x=∫02x⋅exdx∫02x2dxx=e2+18/3x=3e2+38x  
所以deterministic noice即為跟原函數的差，|ex−3e2+38x||ex−3e2+38x|。

**2. B**

我們可得知ED(Ein(A(D)))=ED(Eout(A(D)))ED(Ein(A(D)))=ED(Eout(A(D)))是有可能的，考慮noiceless的decision stump，給定P(x)P(x)圍在[−1,1][−1,1]的uniform distribution且y=sign(x)y=sign(x)，與A(D)=h(x)=sign(x)A(D)=h(x)=sign(x)，我們知道A(D)A(D)的確會產出最小EinEin的hh，且我們也知道A(D)=h∗A(D)=h∗，所以成立。  
ED(Ein(A(D)))<ED(Eout(A(D)))ED(Ein(A(D)))<ED(Eout(A(D)))也是有可能的，基本上投影片上面就是個例子了。  
因為ED(Ein(A(D)))>ED(Eout(A(D)))ED(Ein(A(D)))>ED(Eout(A(D)))幾乎不可能：我們的A(D)A(D)會讓Ein(h)Ein(h)最小，所以選B…。

**3. D**

我們舉簡單一點的例子，令d+1=2,N=1d+1=2,N=1，所以：  
Xh=⎡⎢⎣||x1~x1||⎤⎥⎦=[x11~x11x12~x12]Xh=[||x1x1~||]=[x11x11~x12x12~]  
注意我們定義xij=(xi)jxij=(xi)j我們有：  
XThXh=[x11x11+~x11~x11x12x11+~x12~x11x12x11+~x12~x11x22x22+~x22~x22]XhTXh=[x11x11+x11~x11~x12x11+x12~x11~x12x11+x12~x11~x22x22+x22~x22~]  
注意因為每個~xx~都有一個Gaussian noice的ϵϵ項，我們現在先假設a,ba,b兩個變數有同樣的noice ϵϵ，我們知道：  
(a+ϵ)(b+ϵ)=ab+aϵ+bϵ+ϵϵ(a+ϵ)(b+ϵ)=ab+aϵ+bϵ+ϵϵ  
因為我們的Gaussian noice有平均0與變異數σ2σ2，我們知道aϵ,bϵaϵ,bϵ都有期望值0，且ϵϵϵϵ在iid的狀況下有期望值E(ϵ2)=σ2E(ϵ2)=σ2。注意變異數的定義是σ2=E((X−μ)2)=E(X2)σ2=E((X−μ)2)=E(X2)。  
如果上面的兩個ϵϵ互相獨立，那E(ϵaϵb)=E(ϵa)E(ϵb)=0E(ϵaϵb)=E(ϵa)E(ϵb)=0。所以E((a+ϵa)(b+ϵb))=abE((a+ϵa)(b+ϵb))=ab。  
上面舉例的XhXh中，都可以套用上面的a,ba,b的式子：

* 如果a,ba,b有一模一樣的ϵϵ，E((a+ϵ)(b+ϵ))=ab+σ2E((a+ϵ)(b+ϵ))=ab+σ2。
* 如果a,ba,b的ϵϵ不一樣(獨立)但是都是由題目的distribution產生，E((a+ϵa)(b+ϵb))=abE((a+ϵa)(b+ϵb))=ab。

所以上面舉例的XhXh會變成：  
E(XThXh)=[x11x11+~x11~x11x12x11+~x12~x11x12x11+~x12~x11x22x22+~x22~x22]=[x11x11+x11x11+σ2x12x11+x12x11x12x11+x12x11x22x22+x22x22+σ2]=2XTX+Nσ2⋅Id+1E(XhTXh)=[x11x11+x11~x11~x12x11+x12~x11~x12x11+x12~x11~x22x22+x22~x22~]=[x11x11+x11x11+σ2x12x11+x12x11x12x11+x12x11x22x22+x22x22+σ2]=2XTX+Nσ2⋅Id+1  
其實generalize後也是一樣：我們定義~xk=xN+kxk~=xN+k，有：  
(XThXh)ij=2N∑k=1xkixkj(XhTXh)ij=∑k=12Nxkixkj  
但是E(xN+kixN+kj)=xkixkj+σ2⋅[[i=j]]E(xN+kixN+kj)=xkixkj+σ2⋅[[i=j]]，所以最後對角線的每項會多出NN個σ2σ2，且每個xkixkjxkixkj被重複加一次，所以乘二，變成2XTX+Nσ2Id+12XTX+Nσ2Id+1。

**4. E**

我們知道：  
XThyh=⎡⎢⎣||x1...~xn||⎤⎥⎦[yy]=[x11y1+...+~x11y1+......]XhTyh=[||x1...xn~||][yy]=[x11y1+...+x11~y1+......]  
簡單來說，xiyixiyi都會重複一遍，並且把~xijxij~拆成xij+ϵixij+ϵi後會發現XThyh=2XTy+ϵTyXhTyh=2XTy+ϵTy，且ϵ=[ϵ1...ϵN]Tϵ=[ϵ1...ϵN]T。  
我們知道E(ϵTy)=0E(ϵTy)=0，所以E(XThyh)=2XTyE(XhTyh)=2XTy。

**5. D**

wlin=(ZTZ)−1ZTy=(QTXTXQ)−1ZTy=(QTQΓQTQ)−1ZTy=Γ−1ZTywreg=(ZTZ+λI)−1ZTy=(QTQΓQTQ+λI)−1ZTy=(Γ+λI)−1ZTywlin=(ZTZ)−1ZTy=(QTXTXQ)−1ZTy=(QTQΓQTQ)−1ZTy=Γ−1ZTywreg=(ZTZ+λI)−1ZTy=(QTQΓQTQ+λI)−1ZTy=(Γ+λI)−1ZTy  
注意Γ−1Γ−1和(Γ+λI)−1(Γ+λI)−1都是diagonal，代表他們只會逐列乘某一常數。  
我們知道(Γ−1)ii=1γi(Γ−1)ii=1γi且((Γ+λI)−1)ii=1γi+λ((Γ+λI)−1)ii=1γi+λ，所以uivi=1/(γi+λ)1/γi=γiγi+λuivi=1/(γi+λ)1/γi=γiγi+λ。

**6. A**

事實上，我們直接帶入公式來解w∗w∗即可：  
X=⎡⎢

⎢⎣x1⋮xN⎤⎥

⎥⎦,y=⎡⎢

⎢⎣y1⋮yN⎤⎥

⎥⎦⇒w∗=(XTX+λI)−1XTy=(N∑n=1x2n+λ)−1⋅N∑m=1xmym=∑Nm=1xmym∑Nn=1x2n+λX=[x1⋮xN],y=[y1⋮yN]⇒w∗=(XTX+λI)−1XTy=(∑n=1Nxn2+λ)−1⋅∑m=1Nxmym=∑m=1Nxmym∑n=1Nxn2+λ  
既然C=(w∗)2C=(w∗)2，選項為A。

**7. D**

令1N∑Nn=1(y−yn)2+2KNΩ(y):=f(y)1N∑n=1N(y−yn)2+2KNΩ(y):=f(y)，我們知道p∗:=∑Nn=1yn+KN+2Kp∗:=∑n=1Nyn+KN+2K是miny∈Rf(y)miny∈Rf(y)的最佳解，代表f′(p∗)=0f′(p∗)=0。

f′(y)=1NN∑n=1(2(y−yn))+2KNΩ′(y)⇒f′(p∗)=2p∗−2∑Nn=1ynN+2KNΩ′(p∗)f′(y)=1N∑n=1N(2(y−yn))+2KNΩ′(y)⇒f′(p∗)=2p∗−2∑n=1NynN+2KNΩ′(p∗)  
我們定義Ω(y)=(y+α)2⇒Ω′(y)=2(y+α)Ω(y)=(y+α)2⇒Ω′(y)=2(y+α)  
f′(p∗)=2p∗−2∑Nn=1ynN+2KNΩ′(p∗)⇒Ω′(p∗)=2(p∗+α)=N2K(2∑Nn=1ynN−2p∗)=∑Nn=1yn−Np∗K⇒2α=∑Nn=1ynK−NKp∗−2p∗=∑Nn=1ynK−N+2KKp∗=∑Nn=1ynK−(∑Nn=1ynK+1)=−1⇒α=−0.5f′(p∗)=2p∗−2∑n=1NynN+2KNΩ′(p∗)⇒Ω′(p∗)=2(p∗+α)=N2K(2∑n=1NynN−2p∗)=∑n=1Nyn−Np∗K⇒2α=∑n=1NynK−NKp∗−2p∗=∑n=1NynK−N+2KKp∗=∑n=1NynK−(∑n=1NynK+1)=−1⇒α=−0.5  
所以Ω(y)=(y−0.5)2Ω(y)=(y−0.5)2。

**8. B**

首先，因為對於diagonal matrix DD，有∇w(wTDw)=2Dw∇w(wTDw)=2Dw，我們假設Ω(w)=wTDwΩ(w)=wTDw且∇wΩ(w)=2Dw∇wΩ(w)=2Dw。  
參照講義的證明，我們有：  
∇Ein(w)+λN∇Ω(w)=0⇒w=(XTX+λD)−1XTy∇Ein(w)+λN∇Ω(w)=0⇒w=(XTX+λD)−1XTy  
再看~ww~的式子，因為Φ(x)=Γ−1xΦ(x)=Γ−1x，所以定義Z=XΓ−1Z=XΓ−1，且Z,XZ,X的定義照課堂上的定法。  
我們知道：  
~w=(ZTZ+λI)−1ZTy=((Γ−1)TXTXΓ−1+λI)−1(Γ−1)TXTy=(Γ−1XTXΓ−1+λI)−1Γ−1XTy=Γ(XTX+λΓ2)−1XTyw~=(ZTZ+λI)−1ZTy=((Γ−1)TXTXΓ−1+λI)−1(Γ−1)TXTy=(Γ−1XTXΓ−1+λI)−1Γ−1XTy=Γ(XTX+λΓ2)−1XTy  
所以我們知道給定D=Γ2D=Γ2，有~wΓ−1=ww~Γ−1=w，不過這就是我們要的：一個xx用ΦΦ轉換後用~ww~轉換跟直接用ww轉換應該是一樣的，意即~wTΦ(x)=wTxw~TΦ(x)=wTx。  
所以Ω(w)=wTΓ2wΩ(w)=wTΓ2w。

**9. B**

首先，整個EaugEaug的scaling應該是不會影響結果的，所以我們可以安全無視上式的1/N1/N與下式的1/(N+K)1/(N+K)。所以我們只要保證：  
λd∑i=1βiw2i=K∑k=1(wT~xk−~yk)2λ∑i=1dβiwi2=∑k=1K(wTx~k−y~k)2  
首先，參考左式可發現y=0y=0，且我們需要製造一個λλ和βiβi，所以X=√λ⋅√BX=λ⋅B，注意√BB是pointwise square root。

**10. E**

假設我們把其中一筆positive當作leave one out的data，可知剩下的會是negative較多，導致AA會選擇判斷成negative，所以必定為錯，err=1err=1。取negative也一樣。  
EloocvEloocv為所有取的可能性的平均，為1。

**11. C**

我們看圖：  
![https://i.imgur.com/UlPDtg1.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAA4cAAAFCCAYAAABCV6i4AAAgAElEQVR4Ae3dAZKiOBQGYM7FgTyPp/EyHIYte1ule7AhAslL+LZqqh1F8vK9yPI36nSj/wgQIECAAAECBAgQIEDg9ALd6QUAECBAgAABAgQIECBAgMAoHFoEBAgQIECAAAECBAgQICAcWgMECBAgQIAAAQIECBAgMAqHFgEBAgQIECBAgAABAgQICIfWAAECBAgQIECAAAECBAiMwqFFQIAAAQIECBAgQIAAAQLCoTVAgAABAgQIECBAgAABAncB31ZqHRAgQIAAAQIECBAgQICAcGgNECBAgAABAgQIECBAgIArh9YAAQIECBAgQIAAAQIECHhbqTVAgAABAgQIECBAgAABAncBnzm0DggQIECAAAECBAgQIEBAOLQGCBAgQIAAAQIECBAgQMCVQ2uAAAECBAgQIECAAAECBLyt1BogQIAAAQIECBAgQIAAgbuAzxxaBwQIECBAgAABAgQIECAgHFoDBAgQIECAAAECBAgQIODKoTVAgAABAgQIECBAgAABAt5Wag0QIECAAAECBAgQIECAwF3AZw6tAwIECBAgQIAAAQIECBAQDq0BAgQIECBAgAABAgQIEHDl0BogQIAAAQIECBAgQIAAAW8rtQYIECBAgAABAgQIECBA4C7gM4fWAQECBAgQIECAAAECBAgIh9YAAQIECBAgQIAAAQIECLhyaA0QIECAAAECBAgQIECAgLeVWgMECBAgQIAAAQIECBAgcBfwmUPrgAABAgQIECBAgAABAgSEQ2uAAAECBAgQIECAAAECBFw5tAYIECBAgAABAgQIECBAwNtKrQECBAgQIECAAAECBAgQuAv4zKF1QIAAAQIECBAgQIAAAQLCoTVAgAABAgQIECBAgAABAq4cWgMECBAgQIAAAQIECBAg4G2l1gABAgQIECBAgAABAgQI3AV85tA6IECAAAECBAgQIECAAAHh0BogQIAAAQIECBAgQIAAAVcOrQECBAgQIECAAAECBAgQ8LZSa4AAAQIECBAgQIAAAQIE7gI+c2gdECBAgAABAgQIECBAgIBwaA0QIECAAAECBAgQIECAgCuH1gABAgQIECBAgAABAgQIeFupNUCAAAECBAgQIECAAAECdwGfObQOCBAgQIAAAQIECBAgQEA4tAYIECBAgAABAgQIECBAwJVDa4AAAQIECBAgQIAAAQIEvK3UGiBAgAABAgQIECBAgACBu4DPHFoHBAgQIECAAAECBAgQICAcWgMECBAgQIAAAQIECBAg4MqhNUCAAAECBAgQIECAAAEC3lZqDRAgQIAAAQIECBAgQIDAXcBnDq0DAgQIECBAgAABAgQIEBAOrQECBAgQIECAAAECBAgQcOXQGiBAgAABAgQIECBAgAABbyu1BggQIECAAAECBAgQIEDgLuAzh9YBAQIECBAgQIAAAQIECAiH1gABAgQIECBAgAABAgQIuHJoDRAgQIAAAQIECBAgQICAt5VaAwQIECBAgAABAgQIECBwF/CZQ+uAAAECBAgQIECAAAECBIRDa4AAAQIECBAgQIAAAQIEXDm0BggQIECAAAECBAgQIEDA20qtAQIECBAgQIAAAQIECBC4C/jMoXVAgAABAgQIECBAgAABAsKhNUCAAAECBAgQIECAAAECrhxaAwQIECBAgAABAgQIECDgbaXWAAECBAgQIECAAAECBAjcBXzm0DogQIAAAQIECBAgQIAAAeHQGiBAgAABAgQIECBAgAABVw6tAQIECBAgQIAAAQIECBDwtlJrgAABAgQIECBAgAABAgTuAj5zaB3sKjDcbuP1ehkvl/uf63i93cZh1xFeO8s51mtUt2oUqGmt5Kw151g1rpsaax6GYfz6s1j893bDUUfoxQJscDKByGtzS21bnru0BI7c99LYHj+vgHB43t7vOPNhvF36seu693/6y3jb5Rwk51g7EtlVAYGa1krOWnOOVaDtpx5yGK/993G4v/7xi7m1250a0+R3FVi75tZut2dxa8ec227uvrna1m43fe7a56zdbrpvtwm8FxAO39t4ZJXAbbw8Tka+wmH/fdXw/6uH/a/HrpsCYs6xVk3eRmEFalorOWvNOVbYxdF2YbfL85d0/ZsD7nB9/DKvH99s0raR2ZURiLw2t9S25blLnThy30tje/y0AsLhaVu/x8Qnv63q+vHy5tLgcLuO/fOq4mW8fTR0zrE+KtCTwgjUtFZy1ppzrDCL4ZSF3C6Pd3HMHW9v4+X7ePwuPJ4SzaSzCERem1tq2/LcJfgj9700tsfPKSAcnrPvu8z69dvnbrwsJb7hFRA/OSHJOdYuOHZSTKCmtZKz1pxjFWu+gb8FXgGw+3Vwfp5o/vm2U5AEjhKIvDa31LbluUvWR+57aWyPn1FAODxj13eZ8+QqxK+Tj3e7f56UdHO/zX73rPv9Ocf6qw6PxReoaa3krDXnWPFXySkqfL4dbfLW0bn7ToFhkqEE5tbh3H0lip6rY+6+udrmtpu7b+65S/fN7WfuvqX9eJzACgHhcAWSTWYEJlcCV2bDcfz0QJZzrJmpuqsigZrWSs5ac45V0XJpvdTnL+S+DtKvXxB88u6N1q3ML69A5LW5pbYtz13qwJH7Xhrb4+cSEA7P1e/9ZvtJ0PvkBPVecc6x9hOypxICNa2VnLXmHKtE3435RuD1drT+8Y3S3k76xsrdeQUir80ttW157lIHjtz30tgeP5OAcHimbu8419fnlxLeIvphOMw51o5EdlVAoKa1krPWnGMVaLsh/xJ4/mLg/iU1k7eY/vUcjxHIIRB5bW6pbctzl9yP3PfS2B4/jYBweJpW7zvRnCebOcfaV8necgvUtFZy1ppzrNw9N96CgJPJBSAPFxOIvDa31LbluUvNOHLfS2N7/DQCwuFpWr3zRJ8HqITfRH945dDbSnfuXcu7y7kutzrmrDXnWFtdPH9Hgcnb0B7/5qy3le7oa1efC0Rem1tq2/LcJc0j9700tsfPJCAcnqnbe871g6D3unqRECjvNecca08j+8ovUNNayVlrzrHyd92IbwR+foHF5MTSv3z/RszduQQir80ttW157pL9kfteGtvj5xIQDs/V7x1n+/rmu27Vb6JTt5+Wmvrc1O2nY7ldt0Bq71O331MndezU7ae1pj43dfvpWG5HEHj9Mu71ufDXfYm/oIswITU0I/Bah/HW5pbatjx3qblH7ntpbI+fT0A4PF/Pd5vx62DVjUtfjT4839bWjav/6YtJpTnHmgzrZoUCNa2VnLXmHKvCZdNWyZMrxT+PzUJ/W42ucDaR1+aW2rY8d6mNR+57aWyPn1JAODxl2/ea9OREo+vG/nIbh392PYy3az923f2b8rqx+yQZfu0z51j/TMIdVQnUtFZy1ppzrKoWTGPFTvo8966OtyeajTGYTkCByGtzS21bnrvUpiP3vTS2x88qIByetfO7zXty4HoEwL4f++8/z1D4NjymFJJzrJS6bBtPoKa1krPWnGPFWxVnqOh1hfj9W0efn13yT1ucYUmEmWPktbmlti3PXWrOkfteGtvj5xUQDs/b+x1nfr86eBn7Rzj8/bPvx8vt32uKnxWQc6zPKvSsKAI1rZWcteYcK8paOEkdq68Kvr6cZt1nxk/iZ5rHCURem1tq2/LcJe0j9700tsdPLSAcnrr9B0x+GMbhdhtvX3+GmbeZ7jhmzrF2LNuuCgjUtFZy1ppzrAJtNyQBAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQIAAAQIECBAgkCYgHKZ52ZoAAQIECBAgQIAAAQJNCgiHTbbVpAgQIECAAAECBAgQIJAmIBymedmaAAECBAgQIECAAAECTQoIh0221aQIECBAgAABAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQIAAAQIECBAgkCYgHKZ52ZoAAQIECBAgQIAAAQJNCgiHTbbVpAgQIECAAAECBAgQIJAmIBymedmaAAECBAgQIECAAAECTQoIh0221aQIECBAgAABAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQIAAAQIECBAgkCYgHKZ52ZoAAQIECBAgQIAAAQJNCgiHTbbVpAgQIECAAAECBAgQIJAmIBymedmaAAECBAgQIECAAAECTQoIh0221aQIECBAgAABAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQIAAAQIECBAgkCYgHKZ52ZoAAQIECBAgQIAAAQJNCgiHTbbVpAgQIECAAAECBAgQIJAmIBymedmaAAECBAgQIECAAAECTQoIh0221aQIECBAgAABAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQIAAAQIECBAgkCYgHKZ52ZoAAQIECBAgQIAAAQJNCgiHTbbVpAgQIECAAAECBAgQIJAmIBymedmaAAECBAgQIECAAAECTQoIh0221aQIECBAgAABAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQIAAAQIECBAgkCYgHKZ52ZoAAQIECBAgQIAAAQJNCgiHTbbVpAgQIECAAAECBAgQIJAmIBymedmaAAECBAgQIECAAAECTQoIh0221aQIECBAgAABAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQIAAAQIECBAgkCYgHKZ52ZoAAQIECBAgQIAAAQJNCgiHTbbVpAgQIECAAAECBAgQIJAmIBymedmaAAECBAgQIECAAAECTQoIh0221aQIECBAgAABAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQIAAAQIECBAgkCYgHKZ52ZoAAQIECBAgQIAAAQJNCgiHTbbVpAgQIECAAAECBAgQIJAmIBymedmaAAECBAgQIECAAAECTQoIh0221aQIECBAgAABAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQIAAAQIECBAgkCYgHKZ52ZoAAQIECBAgQIAAAQJNCgiHTbbVpAgQIECAAAECBAgQIJAmIBymedmaAAECBAgQIECAAAECTQoIh0221aQIECBAgAABAgQIECCQJiAcpnnZmgABAgQIECBAgAABAk0KCIdNttWkCBAgQGAPga7rxsefPfZnHwQIEGhN4HGMvP/0X/0Culh/D82AAAECBA4QmJ7wPG4fMIxdEiBAoFqBx7Fx+rPaySj8S0A4tBAIECBAgMCMwPRk53F7ZjN3ESBA4LQCj2Pj9OdpMRqZuHDYSCMf0/DifEj4SYAAgW0C0+Pp4/a2PXo2AQIE2hJ4HBunP9ua4flmIxw21PPpC/Nxu6HpmQoBAgSyCjyOo9OfWQswGAECBIILTI+Pj9vBS1begoBwuABU08OPF+X0Z031q5UAAQKRBKbH0sftSPWphQABAqUFHsfG3z9L12X8zwWEw8/twj3z9wvz/nf/ESBAgMBnAo6pn7l5FgEC5xJwrGyr39JDQ/304myomaZCgEBxAcfU4i1QAAECFQg4VlbQpIQShcMErOibenFG75D6CBCoScAxtaZuqZUAgVICjpWl5I8ZVzg8xrXIXr04i7AblACBRgUcUxttrGmFFJh7vbmvG2s1CLnIFLVKQDhcxVTHRnMHkDoqVyUBAgTiCMwdS91X70mq3umdNZB/DcQ5oqskVUA4TBULvP3cwS9wuUpbITDXU/fl/58cc+bWgDVgDVgD1sD6NbDiFMcmQQWEw6CN+aQsB631By1WrKwBa8AasAasAWvAGjhuDXxyLus55QWEw/I92K0CB7jjDnBs2VoD1oA1YA1YA9aANbB+Dex2gmtHWQWEw6zcxw7mgLX+gMWKlTVgDVgD1oA1EGcNHHuGZO9HC8y9lo4e0/6PERAOj3Ettte5F6f74vzPTy/0whqIvwamB/C5fk0fd5sAAQIExtlvVeVSp4BwWGff3lY9dyLjvvgno+969LbRHiBAIIvA3Gszy8AGIUCAQEUCjpUVNWuhVOFwAai2h704a+uYegkQiCzgmBq5O2ojQCCKgGNllE5sr0M43G4Yag9enKHaoRgCBCoXcEytvIHKJ0Agm4DjZTbqQwcSDg/lzb9zL8z85kYkQKBdAcfUdntrZgQI7CvgeLmvZ6m9CYel5A8a1wvzIFi7JUDglAKOqadsu0kTIPCBgOPlB2gBnyIcBmzKlpK8MLfoeS4BAgR+Cjim/vTwNwIECLwTcLx8J1PX/cJhXf1arNYLc5HIBgQIEFgt4Ji6msqGBAicXMDxso0FIBy20cfnLLwwnxRuECBAYLOAY+pmQjsgQOAkAo6XbTRaOGyjj89ZeGE+KdwgQIDAZgHH1M2EdkCAwIkEHDPrb7ZwWH8Pf8zAi/IHh78QIEBgk4Bj6iY+TyZA4GQCjpn1N1w4rL+HP2bgRfmDw18IECCwScAxdROfJxMgcDIBx8z6Gy4c1t/DHzPwovzB4S8ECBDYLDA9rm7emR0QIECgYYHp8fJxu+HpNjk14bCxtj5eiNOfjU3RdAgQIECAAAECBAIKTM8/H7cDlqmkPwSEwz9wan3o8WK8//QfAQIECBAgQIAAgVwCzkNzSR8zjvRwjKu9EiBAgAABAgQIECBAoCoB4bCqdimWAAECBAgQIECAAAECxwgIh8e42isBAgQIECBAgAABAgSqEhAOq2qXYgkQIECAAAECBAgQIHCMgHB4jKu9EiBAgAABAgQIECBAoCoB4bCqdimWAAECBAgQIECAAAECxwgIh8e42isBAgQIECBAgAABAgSqEhAOq2qXYgkQIECAAAECBAgQIHCMgHB4jKu9EiBAgAABAgQIECBAoCoB4bCqdimWAAECBAgQIECAAAECxwgIh8e42isBAgQIECBAgAABAgSqEhAOq2qXYgkQIECAAAECBAgQIHCMgHB4jKu9EiBAgAABAgQIECBAoCoB4bCqdimWAAECBAgQIECAAAECxwgIh8e42isBAgQIECBAgAABAgSqEhAOq2qXYgkQIECAAAECBAgQIHCMgHB4jKu9EiBAgAABAgQIECBAoCoB4bCqdimWAAECBAgQIECAAAECxwgIh8e42isBAgQIECBAgAABAgSqEhAOq2qXYgkQIECAAAECBAgQIHCMgHB4jKu9EiBAgAABAgQIECDwLTAMt/F66ce+68bLDUtUAeEwamfURYAAAQIECBAgQKBigeF2/QqEXdeN0z/CYdymCodxe6MyAgQIECBAgAABAvUJ3C4/wuA0GN5vC4dxWyocxu3NR5W5ZP8RmycRIECAAAECBAjsJTAJh31/Ga+3YRzG23j5voIoHO4Fvf9+hMP9TbPv0SX77OQGJECAAAECBAgQeCcw3MbbMPx6VDj8BRLyr8JhyLasLGryW5nfl+tdsl9paDMCBNoV+P7yg9/Hx/5yHW+/z1naVTAzAgQIBBEQDoM04s8yhMM/eYI/OAmHLtkH75XyCBDIKjBc+z8/79J1/XgVELP2xGAECJxdQDisYQUIhzV06V2NLtm/k3E/AQJnFpj84qzrLz+uEg63y9fXqP9/NfEy+jb1My8UcydAIK+AcJjX+7PRhMPP3AI/ywsvcHOURoDA4QKvY2DXX8fZi4PD9RUQfSvC4R0xAAECBP4XeB2fHXrjrgnhMG5vPqzMC+9DOE8jQKABgdfbSf9+2+jt8vg3t1w9bKDtpkCAQBUCzlFraJNwWEOXkmr0wkvisjEBAg0JDOO1/w59S7+Wnlw9XNq0ISBTIUCAQEEB56gF8VcPLRyupqplQy+8WjqlTgIE9hZ4Hf/6xW+beW3bSYd7N8L+CBAgMCPwOu467M7wBLlLOAzSiP3K8MLbz9KeCBCoSuD5RTR/v6X0/zlNrjK++2xiVZNXLAECBKILOEeN3qF7fcJhDV1KqtELL4nLxgQItCPwDIfrPkfoc4fttN5MCBCoQcA5ag1dEg5r6FJSjV54SVw2JkCgGYHXl9GsC4ep2zcDZSIECBAoIuActQh74qDCYSJY/M298OL3SIUECBwh8LwSuPJtosLhEV2wTwIECLwTcI76TibS/cJhkG48T2q6x9er//q58mRnHL3wgrRUGQQIZBZ4HkdXHi+Fw8wNMhwBAicXcI5awwIQDoN06XlSIxwG6YgyCBCoTeB5HBUOa2udegkQOIWAcFhDm4XDGrqUVKMXXhKXjQkQaEZAOGymlSZCgECTAs5Ra2ircFhDl5Jq9MJL4rIxAQLNCKS+TfS5/corjc1AmQgBAgSKCDhHLcKeOKhwmAgWf3MvvPg9UiEBAocIPP8pizX/zuE4pl5pPKRmOyVAgECjAsMwjD//TM9Rfz82jEOjDrVNSzisrWOL9U5feIsb24AAAQLtCAzXsf/+3PbltjStYbz231/8tbzx0s48ToAAAQJTgcnxuHv3fRq/7u+v4uGUsNRt4bCU/GHjCoeH0doxAQLBBV7Hv8WTjMmJi2wYvK3KI0CgPoHJMVY4rKt9wmFd/fqn2p+X6++X6F8nR5ebS/b/gLmDAIGmBda+VfT5ecPuMi5eZGxazOQIECBAgMBLQDh8WdR3y29l6uuZigkQOFbg+bnDbnx/RfD1S7TFK4zHVmvvBAgQIEAglIBwGKodicUIh4lgNidAoH2ByWcJu368v4Pix3/D7fVZQ1cNf9D4CwECBAgQEA6tAQIECBBoTOB1ZfD/z7r0Y9/f/3x/Ac3XlyCs+0bTxmBMhwABAgQI/CkgHP7J40ECBAgQqFNgGK+Xfpz7IoT+ch1/X1Csc46qJkCAAAEC+woIh/t62hsBAgQIhBIYxuF2G2/3P/d/cytUbYohQIAAAQKxBITDWP1QDQECBAgQIECAAAECBIoICIdF2A1KgAABAgQIECBAgACBWALCYax+qIYAAQIECBAgQIAAAQJFBITDIuwGJUCAAAECBAgQIECAQCwB4TBWP1RDgAABAgQIECBAgACBIgLCYRF2gxIgQIAAAQIECBAgQCCWgHAYqx+qIUCAAAECBAgQIECAQBEB4bAIu0EJECBAgAABAgQIECAQS0A4jNUP1RAgQIAAAQIECBAgQKCIgHBYhN2gBAgQIECAAAECBAgQiCUgHMbqh2oIECBAgAABAgQIECBQREA4LMJuUAIECBAgQIAAAQIECMQSEA5j9UM1BAgQIECAAAECBAgQKCIgHBZhNygBAgQIECBAgAABAgRiCQiHsfqhGgIECBAgQIAAAQIECBQREA6LsBuUAAECBAgQIECAAAECsQSEw1j9UA0BAgQIECBAgAABAgSKCAiHRdgNSoAAAQIECBAgQIAAgVgCwmGsfqiGAAECBAgQIECAAAECRQSEwyLsBiVAgAABAgQIECBAgEAsAeEwVj9UQ4AAAQIECBAgQIAAgSICwmERdoMSIECAAAECBAgQIEAgloBwGKsfqiFAgAABAgQIECBAgEARAeGwCLtBCRAgQIAAAQIECBAgEEtAOIzVD9UQIECAAAECBAgQIECgiIBwWITdoAQIECBAgAABAgQIEIglIBzG6odqCBAgQIAAAQIECBAgUERAOCzCblACBAgQIECAAAECBAjEEhAOY/VDNQQIECBAgAABAgQIECgiIBwWYTcoAQIECBAgQIAAAQIEYgkIh7H6oRoCBAgQIECAAAECBAgUERAOi7AblAABAgQIECBAgAABArEEhMNY/VANAQIECBAgQIAAAQIEiggIh0XYDUqAAAECBAgQIECAAIFYAsJhrH6ohgABAgQIECBAgAABAkUEhMMi7AYlQIAAAQIECBAgQIBALAHhMFY/VEOAAAECBAgQIECAAIEiAsJhEXaDEiBAgAABAgQIECBAIJaAcBirH6ohQIAAAQIECBAgQIBAEQHhsAi7QQkQIECAAAECBAgQIBBLQDiM1Q/VECBAgAABAgQIECBAoIiAcFiE3aAECBAgQIAAAQIECBCIJSAcxuqHaggQIECAAAECBAgQIFBEQDgswm5QAgQIECBAgAABAgQIxBIQDmP1QzUECBAgQIAAAQIECBAoIiAcFmE3KAECBAgQIECAAAECBGIJCIex+qEaAgQIECBAgAABAgQIFBEQDouwG5QAAQIECBAgQIAAAQKxBITDWP1QDQECBAgQIECAAAECBIoICIdF2A1KgAABAgQIECBAgACBWALCYax+qIYAAQIECBAgQIAAAQJFBITDIuwGJUCAAAECBAgQIECAQCwB4TBWP1RDgAABAgQIECBAgACBIgLCYRF2gxIgQIAAAQIECBAgQCCWgHAYqx+qIUCAAAECBAgQIECAQBEB4bAIu0EJECBAgAABAgQIECAQS0A4jNUP1RAgQIAAAQIECBAgQKCIgHBYhN2gBAgQIECAAAECBAgQiCUgHMbqh2oIECBAgAABAgQIECBQREA4LMJuUAIECBAgQIAAAQIECMQSEA5j9UM1BAgQIECAAAECBAgQKCIgHBZhNygBAgQIECBAgAABAgRiCQiHsfqhGgIECBAgQIAAAQIECBQREA6LsBuUAAECBAgQIECAAAECsQSEw1j9UA0BAgQIECBAgAABAgSKCAiHRdgNSoAAAQIECBAgQIAAgVgCwmGsfqiGAAECBAgQIECAAAECRQSEwyLsBiVAgAABAgQIECBAgEAsAeEwVj9UQ4AAAQIECBAgQIAAgSICwmERdoMSIECAAAECBAgQIEAgloBwGKsfqiFAgAABAgQIECBAgEARAeGwCLtBCRAgQIAAAQIECBAgEEtAOIzVD9UQIECAAAECBAgQIECgiIBwWITdoAQIECBAgAABAgQIEIglIBzG6odqCBAgQIAAAQIECBAgUERAOCzCblACBAgQIECAAAECBAjEEhAOY/VDNQQIECBAgAABAgQIENT3c7wAAAGrSURBVCgiIBwWYTcoAQIECBAgQIAAAQIEYgkIh7H6oRoCBAgQIECAAAECBAgUERAOi7AblAABAgQIECBAgAABArEEhMNY/VANAQIECBAgQIAAAQIEiggIh0XYDUqAAAECBAgQIECAAIFYAsJhrH6ohgABAgQIECBAgAABAkUEhMMi7AYlQIAAAQIECBAgQIBALAHhMFY/VEOAAAECBAgQIECAAIEiAsJhEXaDEiBAgAABAgQIECBAIJaAcBirH6ohQIAAAQIECBAgQIBAEQHhsAi7QQkQIECAAAECBAgQIBBLQDiM1Q/VECBAgAABAgQIECBAoIiAcFiE3aAECBAgQIAAAQIECBCIJSAcxuqHaggQIECAAAECBAgQIFBEQDgswm5QAgQIECBAgAABAgQIxBIQDmP1QzUECBAgQIAAAQIECBAoIiAcFmE3KAECBAgQIECAAAECBGIJCIex+qEaAgQIECBAgAABAgQIFBEQDouwG5QAAQIECBAgQIAAAQKxBITDWP1QDQECBAgQIECAAAECBIoICIdF2A1KgAABAgQIECBAgACBWAL/ATYd9MDncs5jAAAAAElFTkSuQmCC)  
我們知道τ=0τ=0，所以他們不會有錯邊的情形。  
如果我們挑「不是最靠近0的o, x的點」的話，我們知道他做出來的結果必定會分對(因為最靠近0的o, x的點會分對，所以o左邊、x右邊的點也會分對)。所以err=0err=0。  
如果挑最靠近0的o, x的點，WLOG，挑x的話，hh的θθ會需要用那個o與第二靠近0的x做平均。不能保證那個x會被分對，最高err=1err=1。  
所以NN個點中有兩個點可能分錯，max(Eloocv)=2/Nmax(Eloocv)=2/N。

**12. E**

對於constant，我們知道：  
Eloocv=13⎡⎢⎣4h(x)=0+1h(x)=1+1h(x)=1⎤⎥⎦=63Eloocv=13[4⏟h(x)=0+1⏟h(x)=1+1⏟h(x)=1]=63  
對linear，我們也可以求出：

* (−3,0),(3,0)→y=0,err=4(−3,0),(3,0)→y=0,err=4
* (−3,0),(p,2)→y=2x+6p+3,err=(12p+3)2(−3,0),(p,2)→y=2x+6p+3,err=(12p+3)2
* (3,0),(p,2)→y=2x−6p−3,err=(12p−3)2(3,0),(p,2)→y=2x−6p−3,err=(12p−3)2

所以：  
Eloocv=13[4+(12p+3)2+(12p−3)2]=63Eloocv=13[4+(12p+3)2+(12p−3)2]=63  
所以我們有(12p+3)2+(12p−3)2=2(12p+3)2+(12p−3)2=2，求解可得p=√81+36√6p=81+366。

**13. D**

Eval=1K∑Ki=1err(h(xi,yi))Eval=1K∑i=1Kerr(h(xi,yi))  
不過我們知道每個變數(xi,yi),(xj,yj),i≠j(xi,yi),(xj,yj),i≠j是iid的，代表他們之間的covariance應為0，代表：  
Var(Eval)=Var(1KK∑i=1err(h(xi,yi)))=1K2K∑i=1Var(err(h(xi,yi)))=KK2Var(err(h(x),y))Var(Eval)=Var(1K∑i=1Kerr(h(xi,yi)))=1K2∑i=1KVar(err(h(xi,yi)))=KK2Var(err(h(x),y))  
所以答案為1/K1/K。

**14. C**

在所有可能中，只有：

xo ox

ox xo

這兩種無法分開，minEin=1/4minEin=1/4。  
所以E(minEin)=2⋅1/416=2/64E(minEin)=2⋅1/416=2/64

**15. A**

我們知道：  
Eout(g)=P(y=+1)P(g(x)=−1|y=+1)+P(y=−1)P(g(x)=+1|y=−1)Eout(g)=P(y=+1)P(g(x)=−1|y=+1)+P(y=−1)P(g(x)=+1|y=−1)  
所以給定P(y=+1)=pP(y=+1)=p，可知：  
Eout(g)=P(y=+1)P(g(x)=−1|y=+1)+P(y=−1)P(g(x)=+1|y=−1)=pϵ++(1−p)ϵ−=Eout(gc)=1−pEout(g)=P(y=+1)P(g(x)=−1|y=+1)+P(y=−1)P(g(x)=+1|y=−1)=pϵ++(1−p)ϵ−=Eout(gc)=1−p  
解出pp，有p=1−ϵ−1+ϵ+−ϵ−p=1−ϵ−1+ϵ+−ϵ−。

**16. B**

他們的-s 0跟我們欲求的函式有些不同之處：

* 我們要先做xΦ2→zx→Φ2z
* 因為他們的函式是12wTw+C∑log(1+exp(−yiwTx))12wTw+C∑log⁡(1+exp⁡(−yiwTx))，我們的是λNwTw+1N∑log(1+exp(−yiwTx))λNwTw+1N∑log⁡(1+exp⁡(−yiwTx))，我們知道常數倍的saling不影響最後解，所以只需要保持12:C=λN:1N12:C=λN:1N的關係即可。可知2Cλ=1,C=12λ2Cλ=1,C=12λ。

下面的程式最後跑出[0.13333333333333333, 0.13, 0.19333333333333333, 0.25666666666666665, 0.48333333333333334]，可發現log10λ=−2log10⁡λ=−2有最低Eout(wλ)Eout(wλ)

from liblinearutil import \*

import numpy as np

import numpy.linalg as la

import random

import math

FILENAME\_TRAIN = "../../hw4\_train.dat.txt" # input file.

FILENAME\_TEST = "../../hw4\_test.dat.txt" # input file.

X\_0 = 1

MUL\_X = 1

def ReadData(fname):

"""

Read data from file. returns array

Only split lines of file and store in array.

Postprocess into x & y in "DecorateData".

"""

arr = []

with open(fname, "r") as fin:

while (s := fin.readline()) != "":

arr.append(np.array(list(map(lambda x: float(x), s.split()))))

return np.array(arr)

def DecorateData(arr):

"""

Use input array to make D={(x\_n, y\_n)}.

Will add x\_0=X\_0 in front of every x, increasing x's dimension by 1.

all other x\_i will be multiplied by MUL\_X.

x's dimension should be greater than 1 or else format error

"""

x = arr[:, :-1]

y = arr[:, -1]

x = np.hstack((np.ones((x.shape[0], 1))\*X\_0, x\*MUL\_X))

return x, y

def Transform(x):

"""

Feature transform x into \Phi(x) = [1, x\_i, x\_ix\_j], for all i != j

"""

# note that x\_0 is included! need to take that out to form pure\_x

pure\_x = x[:, 1:]

Q = pure\_x.shape[1]

transform\_x = x.copy()

for q in range(0, Q):

tmp\_x = pure\_x[:, q].reshape(-1, 1) \* pure\_x

transform\_x = np.hstack((

transform\_x, tmp\_x[:, q:]

))

return transform\_x

if \_\_name\_\_ == '\_\_main\_\_':

x\_train, y\_train = DecorateData(ReadData(FILENAME\_TRAIN))

x\_train = Transform(x\_train)

x\_test, y\_test = DecorateData(ReadData(FILENAME\_TEST))

x\_test = Transform(x\_test)

Eout\_ls = []

for lamb in [0.0001, 0.01, 1, 100, 10000]:

C = 1 / (2 \* lamb)

prob = problem(y\_train, x\_train)

param = parameter('-s 0 -c {} -e 0.000001'.format(C))

m = train(prob, param)

p\_label, p\_acc, p\_val = predict(y\_test, x\_test, m)

Eout\_ls.append(np.mean(y\_test != p\_label))

print(Eout\_ls)

**17. A**

注意只有改第16題的主程式。  
最後結果是[0.09, 0.1, 0.13, 0.195, 0.535]，選Ein(wλ)Ein(wλ)最低的A

from liblinearutil import \*

import numpy as np

import numpy.linalg as la

import random

import math

FILENAME\_TRAIN = "../../hw4\_train.dat.txt" # input file.

FILENAME\_TEST = "../../hw4\_test.dat.txt" # input file.

X\_0 = 1

MUL\_X = 1

def ReadData(fname):

"""

Read data from file. returns array

Only split lines of file and store in array.

Postprocess into x & y in "DecorateData".

"""

arr = []

with open(fname, "r") as fin:

while (s := fin.readline()) != "":

arr.append(np.array(list(map(lambda x: float(x), s.split()))))

return np.array(arr)

def DecorateData(arr):

"""

Use input array to make D={(x\_n, y\_n)}.

Will add x\_0=X\_0 in front of every x, increasing x's dimension by 1.

all other x\_i will be multiplied by MUL\_X.

x's dimension should be greater than 1 or else format error

"""

x = arr[:, :-1]

y = arr[:, -1]

x = np.hstack((np.ones((x.shape[0], 1))\*X\_0, x\*MUL\_X))

return x, y

def Transform(x):

"""

Feature transform x into \Phi(x) = [1, x\_i, x\_ix\_j], for all i != j

"""

# note that x\_0 is included! need to take that out to form pure\_x

pure\_x = x[:, 1:]

Q = pure\_x.shape[1]

transform\_x = x.copy()

for q in range(0, Q):

tmp\_x = pure\_x[:, q].reshape(-1, 1) \* pure\_x

transform\_x = np.hstack((

transform\_x, tmp\_x[:, q:]

))

return transform\_x

if \_\_name\_\_ == '\_\_main\_\_':

x\_train, y\_train = DecorateData(ReadData(FILENAME\_TRAIN))

x\_train = Transform(x\_train)

x\_test, y\_test = DecorateData(ReadData(FILENAME\_TEST))

x\_test = Transform(x\_test)

Ein\_ls = []

for lamb in [0.0001, 0.01, 1, 100, 10000]:

C = 1 / (2 \* lamb)

prob = problem(y\_train, x\_train)

param = parameter('-s 0 -c {} -e 0.000001'.format(C))

m = train(prob, param)

p\_label, p\_acc, p\_val = predict(y\_train, x\_train, m)

Ein\_ls.append(np.mean(y\_train != p\_label))

print(Ein\_ls)

**18. E**

做出來的EvalEval是[0.2, 0.1375, 0.2375, 0.2625, 0.575]，所以選最好的0.1375。

from liblinearutil import \*

import numpy as np

import numpy.linalg as la

import random

import math

FILENAME\_TRAIN = "../../hw4\_train.dat.txt" # input file.

FILENAME\_TEST = "../../hw4\_test.dat.txt" # input file.

X\_0 = 1

MUL\_X = 1

def ReadData(fname):

"""

Read data from file. returns array

Only split lines of file and store in array.

Postprocess into x & y in "DecorateData".

"""

arr = []

with open(fname, "r") as fin:

while (s := fin.readline()) != "":

arr.append(np.array(list(map(lambda x: float(x), s.split()))))

return np.array(arr)

def DecorateData(arr):

"""

Use input array to make D={(x\_n, y\_n)}.

Will add x\_0=X\_0 in front of every x, increasing x's dimension by 1.

all other x\_i will be multiplied by MUL\_X.

x's dimension should be greater than 1 or else format error

"""

x = arr[:, :-1]

y = arr[:, -1]

x = np.hstack((np.ones((x.shape[0], 1))\*X\_0, x\*MUL\_X))

return x, y

def Transform(x):

"""

Feature transform x into \Phi(x) = [1, x\_i, x\_ix\_j], for all i != j

"""

# note that x\_0 is included! need to take that out to form pure\_x

pure\_x = x[:, 1:]

Q = pure\_x.shape[1]

transform\_x = x.copy()

for q in range(0, Q):

tmp\_x = pure\_x[:, q].reshape(-1, 1) \* pure\_x

transform\_x = np.hstack((

transform\_x, tmp\_x[:, q:]

))

return transform\_x

if \_\_name\_\_ == '\_\_main\_\_':

x, y = DecorateData(ReadData(FILENAME\_TRAIN))

x = Transform(x)

x\_train = x[:120, :]

y\_train = y[:120]

x\_test = x[120:, :]

y\_test = y[120:]

Eval\_ls = []

for lamb in [0.0001, 0.01, 1, 100, 10000]:

C = 1 / (2 \* lamb)

prob = problem(y\_train, x\_train)

param = parameter('-s 0 -c {} -e 0.000001'.format(C))

m = train(prob, param)

p\_label, p\_acc, p\_val = predict(y\_test, x\_test, m)

Eval\_ls.append(np.mean(y\_test != p\_label))

print(Eval\_ls)

**19. D**

其實可以直接看第16題的第二個index，即log10λ=−2log10⁡λ=−2的時候的EoutEout，可發現是0.13。

from liblinearutil import \*

import numpy as np

import numpy.linalg as la

import random

import math

FILENAME\_TRAIN = "../../hw4\_train.dat.txt" # input file.

FILENAME\_TEST = "../../hw4\_test.dat.txt" # input file.

X\_0 = 1

MUL\_X = 1

def ReadData(fname):

"""

Read data from file. returns array

Only split lines of file and store in array.

Postprocess into x & y in "DecorateData".

"""

arr = []

with open(fname, "r") as fin:

while (s := fin.readline()) != "":

arr.append(np.array(list(map(lambda x: float(x), s.split()))))

return np.array(arr)

def DecorateData(arr):

"""

Use input array to make D={(x\_n, y\_n)}.

Will add x\_0=X\_0 in front of every x, increasing x's dimension by 1.

all other x\_i will be multiplied by MUL\_X.

x's dimension should be greater than 1 or else format error

"""

x = arr[:, :-1]

y = arr[:, -1]

x = np.hstack((np.ones((x.shape[0], 1))\*X\_0, x\*MUL\_X))

return x, y

def Transform(x):

"""

Feature transform x into \Phi(x) = [1, x\_i, x\_ix\_j], for all i != j

"""

# note that x\_0 is included! need to take that out to form pure\_x

pure\_x = x[:, 1:]

Q = pure\_x.shape[1]

transform\_x = x.copy()

for q in range(0, Q):

tmp\_x = pure\_x[:, q].reshape(-1, 1) \* pure\_x

transform\_x = np.hstack((

transform\_x, tmp\_x[:, q:]

))

return transform\_x

if \_\_name\_\_ == '\_\_main\_\_':

x\_train, y\_train = DecorateData(ReadData(FILENAME\_TRAIN))

x\_train = Transform(x\_train)

x\_test, y\_test = DecorateData(ReadData(FILENAME\_TEST))

x\_test = Transform(x\_test)

Eout\_ls = []

for lamb in [0.01]:

C = 1 / (2 \* lamb)

prob = problem(y\_train, x\_train)

param = parameter('-s 0 -c {} -e 0.000001'.format(C))

m = train(prob, param)

p\_label, p\_acc, p\_val = predict(y\_test, x\_test, m)

Eout\_ls.append(np.mean(y\_test != p\_label))

print(Eout\_ls)

**20. C**

最後做出來是[0.145, 0.12, 0.15500000000000003, 0.18, 0.5199999999999999]，所以選裡面最小的，也是log10λ=−2log10⁡λ=−2的值：0.12。

from liblinearutil import \*

import numpy as np

import numpy.linalg as la

import random

import math

FILENAME\_TRAIN = "../../hw4\_train.dat.txt" # input file.

FILENAME\_TEST = "../../hw4\_test.dat.txt" # input file.

X\_0 = 1

MUL\_X = 1

def ReadData(fname):

"""

Read data from file. returns array

Only split lines of file and store in array.

Postprocess into x & y in "DecorateData".

"""

arr = []

with open(fname, "r") as fin:

while (s := fin.readline()) != "":

arr.append(np.array(list(map(lambda x: float(x), s.split()))))

return np.array(arr)

def DecorateData(arr):

"""

Use input array to make D={(x\_n, y\_n)}.

Will add x\_0=X\_0 in front of every x, increasing x's dimension by 1.

all other x\_i will be multiplied by MUL\_X.

x's dimension should be greater than 1 or else format error

"""

x = arr[:, :-1]

y = arr[:, -1]

x = np.hstack((np.ones((x.shape[0], 1))\*X\_0, x\*MUL\_X))

return x, y

def Transform(x):

"""

Feature transform x into \Phi(x) = [1, x\_i, x\_ix\_j], for all i != j

"""

# note that x\_0 is included! need to take that out to form pure\_x

pure\_x = x[:, 1:]

Q = pure\_x.shape[1]

transform\_x = x.copy()

for q in range(0, Q):

tmp\_x = pure\_x[:, q].reshape(-1, 1) \* pure\_x

transform\_x = np.hstack((

transform\_x, tmp\_x[:, q:]

))

return transform\_x

if \_\_name\_\_ == '\_\_main\_\_':

x, y = DecorateData(ReadData(FILENAME\_TRAIN))

x = Transform(x)

x\_ls = [x[i: i+40, :] for i in range(0, 200, 40)]

y\_ls = [y[i: i+40] for i in range(0, 200, 40)]

Ecv\_ls = []

for lamb in [0.0001, 0.01, 1, 100, 10000]:

C = 1 / (2 \* lamb)

cur\_Eval\_ls = []

for i in range(5):

x\_test = x\_ls[i]

y\_test = y\_ls[i]

x\_train = np.vstack([x\_ls[j] for j in range(5) if i != j])

y\_train = np.hstack([y\_ls[j] for j in range(5) if i != j])

prob = problem(y\_train, x\_train)

param = parameter('-s 0 -c {} -e 0.000001'.format(C))

m = train(prob, param)

p\_label, p\_acc, p\_val = predict(y\_test, x\_test, m)

cur\_Eval\_ls.append(np.mean(y\_test != p\_label))

Ecv\_ls.append(np.mean(cur\_Eval\_ls))

print(Ecv\_ls)

發表於 [**HackMD**](https://hackmd.io/)
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